Math 525: Assignment 6 Solutions

1. Below are two ways of solving the problem. The second is more general, in that it
works for random variables which do not admit probability densities also.

(a) Note that

o(t) =E[e7™] = /_ : flx)e " de = /_ OOO flx)e ™ + /0 ) flx)e " da
:/_io f(_x)e—itu/()w f(=x)e " da.

Make the substitution y = —x to get

/_io flmz)e™™ = — /: fly)e™dy = /OOO Fly)edy

and
co —00 0
_ —it:cd _ ityd — ityd )
| renean = [ pweray= [ ey
Therefore,
[e%¢) 0 [e%¢)
—: eityd ityd _ eityd — K eitX _ )
0= [ sweman+ [ ey = [ ety =B[N = o)
(b) If f is even, then
P(X <z)=P(X > —x)

since

POX 2 —a) = [ fads = [ feaie == [ sy = [ sy

Therefore, X and —X have the same distribution function. In fact, for any random
variable X such that X and —X have the same distribution function,

o(t) =E [e "] =E [¢"*] = o(¢).
2. Suppose X,, — X a.s. There are various ways to reach the conclusion. Here are two:

(a) E[e™™"] — E[eX] by the DCT.



b) Since X, 2 X. E [etX»] — E [¢*X] since the function z — eX is continuous
( n :
and bounded.

3. As per the hint, o ' '
()" = 6()o(t) = E [¢"*] E [e7*X].
Let Y be a random variable with the same distribution as X but which is independent

of X. Then,
‘¢(t>|2 - ) [6itX] E [6—itY:| —F [6it(X—Y)] ]

Therefore, |$|? is the characteristic function of X — Y.
4. Suppose X,, and Y,, converge in probability to X and Y, respectively. Note that
X, +Y, - (X+Y) <|X, - X|+|Y,-Y].
Therefore, for any € > 0,
(X + Y0 = (X +Y)| > e} C{|X = X[+ Yo, = V[ = e}
Moreover,
{IXn = X[+ Y, = Y[ > e} C{|Xn = X[ 2 ¢/2} U{]Y, = Y[ > ¢/2}.
Therefore,
P{X,+Y,—(X+Y)|>e} <P{|X,—X|>€¢/2} +P{|Y, - Y| >¢/2} = 0.

This implies that X,, +Y,, — X 4+ Y converge in probability, which in turn implies that
they converge in distribution.



